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1 
I N T R O D U C T I O N † 

 
 

 

Blockchain. Peer-to-peer networks are an attractive way to organize distributed 

computing. Blockchain is a peer-to-peer technology for building a shared, im- 

mutable, distributed ledger. A prominent blockchain application is cryptocurrency 

such as Bitcoin [32] or Ethereum [42]. In a blockchain cryptocurrency, the ledger 

records financial transactions. The transactions are appended to the ledger block 

by block. This application is decentralized and peers have to agree on each block. 

Such consensus is the foundation of blockchain algorithms. 

Classic robust distributed consensus algorithms [3, 7, 10, 19, 26, 30] use coopera- 

tive message exchange between peers to arrive at a joint decision. However, such 

algorithms require participants to know the identity of all peers in the network. 

This is often infeasible in modern high-turnover peer-to-peer networks. 

 
Nakamoto consensus. Alternatively, Bitcoin uses Nakamoto consensus [32] where 

the participants compete to add blocks to the ledger. This algorithm does not 

require complete network knowledge. Due to the simplicity and robustness of 

the algorithm, Nakamoto consensus became the dominant approach to consensus 

in cryptocurrency design. In Nakamoto consensus, initial funds are distributed 

between participants. Such a participant can then submit a transaction request 

which moves money from one account to another. 

Transactions may conflict. For example, if a transaction request is to withdraw 

ten dollars from an account that has only nine, this transaction is invalid. Also, if 

there are two requests to withdraw nine dollars from this account, then only one 

request can be accepted. 

 
 
 

 

†This thesis is based in part on an article [21]. 
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These requests are received by specialized peers called miners. A miner groups 

valid transactions into a block. To this block, the miner adds a link to the previous 

block. To be accepted by other miners, the newly created block has to be mined. 

The miners compete to get their mined blocks accepted. To resolve the competition, 

mining a block is made difficult. 

Mining is done using a hash function. The hash function takes the data in the 

block and transforms it into a number, called a hash. However, in Nakamoto 

consensus, not every hash is acceptable. To compute an acceptable hash, a miner 

must add an additional number to the block. This number is called a nonce. 

Finding the nonce that makes the block acceptable is mining. The cryptographic 

hash function is designed so that it is impossible to determine the appropriate 

nonce except through trial and error. This process is computationally intensive. 

However, verifying the mined block is relatively simple: just hash the data and 

the nonce to check if the obtained hash is acceptable. Therefore, other miners may 

easily ensure that the block is properly mined. 

The mined block is then broadcast to all other miners. Once a miner receives a 

newly mined block, it starts mining the next block by linking it to the new arrival. 

Thus, a chain of mined blocks is formed. This chain is called a blockchain. Since 

mining is performed concurrently, two blocks may be mined at the same time. This 

is called a fork. A fork creates ambiguity as miners cannot agree on a single block. 

To minimize the possibility of a fork, the mining complexity is dynamically adjusted. 

Bitcoin is designed to maintain the mining complexity so that the expected mining 

time of a block is ten minutes. 

The blockchain is immutable and secure due to the algorithm design. For example, 

a malicious peer may try to introduce a transaction that fraudulently sends money 

to the account that it controls. For this, the peer needs to alter a transaction in a 

previously mined block. To make the block valid, the malicious peer has to re-mine 

it. To make this block acceptable to the network, this peer also needs to re-mine 

all following blocks. Since all miners in the network compete to mine blocks, the 

blockchain integrity is protected by the combined computing power of the network. 

Moreover, blockchain modification may not be easily accomplished as every miner 
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has its own copy of the blockchain. This distributed security is a major blockchain 

advantage over traditional centralized security approaches. 

 
Partitionable blockchain. Ordinarily, a blockchain consensus algorithm assumes 

that the network remains connected at all times. That is, the network suspends 

operation while parts of the network are unable to communicate. Alternatively, 

a single primary partition makes progress while the others are not utilized. The 

problem of concurrently using all partitions is difficult since the partitioned peers 

can not communicate and may approve transactions that conflict and thus violate 

the integrity of the combined blockchain. 

It is assumed that partitioning interruptions are infrequent or insignificant for 

network operation. However, this may not be the case. While long system-wide 

splits may be rare, brief separations are common. This can happen, for example, 

if groups of peers are connected via a small set of channels. If these channels are 

congested, the groups are effectively disconnected and the network is temporarily 

partitioned. 

As blockchain becomes a larger component of the financial market, the pressure 

to increase the system’s availability will grow. Many financial applications, such as 

high frequency trading [25], are sensitive to even a slight delay. A system delay that 

lasts a few milliseconds may cost its users substantial time and money. Hence, a 

blockchain-based cryptocurrency that is available through partitioning is required 

for this technology to realize its potential. 

In this thesis, we formally address the possibility of partitionable consensus in 

cryptocurrency blockchain. What enables the solution is the possibility of splitting 

the accounts and processing transactions in the partitions independently without 

violating the integrity of the complete blockchain. 

 
Blockchain improvements and related work. We use the asynchronous system 

model for the study of partitionable consensus. This means that a message sent to 

a peer can take an indefinite amount of time to arrive. A message can not be lost 

though so it will eventually be delivered to the peer. This model does not place 
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assumptions on the peers’ relative computation power or message propagation 

delay and thus has near-universal applicability. The alternative is a synchronous 

system model in which all messages are delivered within a set amount of time. 

Consensus is impossible in the asynchronous system even if only a single peer is 

allowed to crash [18]. Intuitively, peers are not able to distinguish a crashed process 

from a very slow one. This impossibility is circumvented with crash failure detec- 

tors [11, 13] that provide minimum synchrony to allow a solution. We pattern our 

investigation to this classic approach. We show the impossibility of a partitionable 

consensus solution in the asynchronous system and then introduce partitioning 

detectors to enable it. 

There are a number of recent publications dealing with the implementation or 

modification of classic consensus [3, 7, 19, 30]. There are plenty of recent studies 

presenting blockchain design based on Nakamoto consensus [9, 16, 23, 24, 32, 33]. 

There are papers that combine classic and Nakamoto consensus [4, 34]. Recent 

research on Nakamoto-based blockchain often focuses on improving its speed and 

scalability [15, 29, 35, 44]. One promising blockchain acceleration technique is to 

concurrently build a decentralized acyclic graph (DAG) of blocks as opposed to a 

chain [36, 39]. The state-of-the-art on the blockchain consensus algorithms can be 

found in this recent survey [43]. 

The need to limit the number of forks and preserve the integrity of the blockchain 

limits the block confirmation rate. Since mined blocks are broadcast to the network, 

the block size is limited by the available bandwidth. Therefore, Nakamoto-style 

consensus places a limit on throughput and latency. Presently, Bitcoin confirms 

about 7 transactions per second [28]. For comparison, VISA may process up to 

24,000 transactions per second. Likewise, Bitcoin’s latency compares unfavorably 

with other currency technologies [1]. 

Bitcoin is also a major source of power consumption. In order to try billions of 

nonces, store the roughly 250 GB, and transmit all the messages needed for the 

system the network used nearly the same amount of electricity as Ireland [41]. That 

was in 2014 since then the power consumption has only increased. These issues 

are why Bitcoin lacks scalability, this means that by adding peers to the network, 
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the network does not improve. As the mining time is always roughly ten minutes 

adding a peer only increases communication and electricity overhead. 

To combat these issues and others new blockchain algorithms have changed the 

longest chain rule, the proof-of-work algorithm, and added various other tools [9, 

23, 24, 33, 36, 42]. Even with these changes the majority of them still follow the 

same basic rules needed in this thesis. This means even as blockchain gets more 

sophisticated our contribution will still be relevant. 

Relatively few publications focus on partitionable blockchains. There are some 

studies on the partitionable classic consensus [5] using failure detectors. Partition- 

able consensus has similarities with the group membership problem, which deals 

with presenting a consistent membership set to the processes despite process and 

link failures [8, 12, 14, 17, 37, 38]. 

Extended virtual synchrony (EVS) [31] is a technique that supports continued 

operation in all partitions. That is, during network partitioning and re-connection, 

it maintains a consistent relationship between the delivery of messages and con- 

figuration changes. However, static membership is assumed and hence this is not 

easily extendable to work in blockchain systems with dynamic membership. 

Tran et al. [40] consider an algorithm that implements partitionable blockchain 

consensus in the context of swarm robotics. In swarm robotics, the robot swarms 

may experience network partitions due to navigational and communication chal- 

lenges or in order to perform certain tasks efficiently. Their solution extends EVS 

and hence is not suitable for partitionable blockchain under dynamic membership 

as we consider in this thesis. Recently, Guo et al. [20] noticed that synchronous clas- 

sic consensus protocols cannot even tolerate a short-term jitter that makes a node 

offline (or leave the system) for a very short time. Then they provided a solution 

that makes those protocols tolerant to such jitters, keeping the same consistency 

and liveness properties. 

Karlsson et al. propose a partitionable blockchain for Internet-of-things de- 

vices [22]. 

 
Contribution and outline. The rest of the thesis is organized as follows. We present 
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the partitionable blockchain in Chapter 2. Specifically, we present notation used 

throughout in Section 2.1. In Section 2.2, we formally define the Partitionable 

Blockchain Consensus Problem. To the best of our knowledge, this problem has 

been defined for the first time. In Section 2.3, we prove that this problem is not 

solvable in the purely asynchronous system. 

In Section 2.4, we define detectors that enable a solution to the problem and 

explore the relationship between the detectors. The key detector determines the 

block age: whether the block was mined before or after the network is split into 

partitions. A perfect block age detector AGE does not make mistakes. An eventual 

block age detector <AGE makes finitely many mistakes. In Section 2.5, we present 

an algorithm PART and prove that it solves the Partitionable Blockchain Consensus 

Problem when it is combined with AGE, We then extend the proof to apply to 

<AGE and an even weaker detector WAGE. We evaluate the performance of PART in 

Section 2.6. We extend this solution to handle multiple network splits in Section 2.7. 

We conclude the thesis with further algorithm extensions and possible future work 

in Chapter 3. 
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2 
PA RT I T I O N A B L E B L O C K C H A I N 

 
 

 
 

2.1 notation 
 
 

Communication model. A peer is a single process. All peers operate correctly and 

do not have faults. A partition is a collection of peers that can communicate. This 

communication is done through message passing. A broadcast sends a message to 

every peer in its partition. Communication channels have infinite capacity and are 

FIFO. The channels are reliable unless the network is split. A (network) split is an 

event that separates one partition into two. A message sent before the network split 

is always delivered. A message sent after the split is delivered only to the recipients 

that are in the same partition as the sender. 

Each peer contains a set of variables and commands. A network state is an 

assignment of a value to each variable from its domain. A command transitions the 

network from one state to another. Command executions are atomic and do not 

overlap. A computation is a sequence of such states which is either infinite or ends 

in a state where no command may be executed. 

We assume fair message receipt and fair command execution. Specifically, in 

any computation, a sent message is eventually received and a command is either 

executed or disabled. 

We assume there is at most one split per computation. That is, the network starts 

as one partition and it may split into two. There are no re-connections. The two 

partitions exist for the rest of the computation. 

 
Accounts and transactions. An account is a means of storing funds. Each account 

has a unique identifier. A transaction is a transfer of funds from the source to the 

target account. We assume that there is a single source and a single target account. 



8 
 

 
 

 
 

Each transaction has a unique identifier as well. An account balance is the total 

amount of funds that were transferred to the account minus all the funds that were 

transferred out. 

A client is an entity that submits transactions to the network, we assume all clients 

are honest. A transaction is submitted by broadcasting it. There may be multiple 

clients. The transaction identifiers for each client are monotonically increasing. A 

client submits each transaction to a single partition. If transactions are submitted to 

two partitions, they are considered separate transactions. 

 
Blockchain. Peers mine transactions. Such a mined transaction is a block. That is, 

we assume a single transaction per block. A mined block cannot be altered. Besides 

a transaction, each block contains an identifier of another block. Thus, a block is 

linked to another block. A blockchain is a collection of such linked blocks. A genesis 

is the first block in the blockchain. The genesis is unique. There are no cycles in the 

blockchain. That is, the blockchain is a tree. A branch of a tree is a chain of blocks 

from the genesis to one of the leaves of the tree. See, for example, a branch from 

the genesis to block 1 in Figure 2.3. 

The main chain is the longest branch in a blockchain. Ties are broken deterministi- 

cally. Permanent branch is infinite. We assume that there is at most one permanent 

branch per partition. 

Each peer operates as follows. If it receives a transaction, it stores it. The peer 

attempts to mine one of the pending transactions by linking it to the tail of its main 

chain. If it succeeds, the block is broadcast. The peer continues while there are 

pending transactions. We make the following assumption. 

Assumption 1. A peer either receives infinitely many blocks or mines infinitely many 

blocks. 

Global blockchain (tree) is the collection of all blocks mined by all peers. A fork is a 

pair of blocks that link to the same block. A fork happens when two peers succeed 

in concurrently mining blocks. See Figure 2.3 for an example. Since the genesis 

block is unique, it may never be in a fork. If there is a network split, a seed is the 

last block mined on each branch before the split. 
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A transaction is valid if its application leaves the source account with a non- 

negative balance. The transaction is invalid otherwise. An account balance is de- 

termined by the sequence of transactions on a particular branch. Therefore, a 

transaction may be valid in one branch and invalid in another. If a peer mines a 

transaction, it is valid relative to its main chain. 

A transaction is confirmed if it is in the permanent branch. It is rejected if it is 

not in the permanent branch. A transaction is resolved if it is either confirmed or 

rejected. 

A transaction is permanently valid if it is valid indefinitely or until it is resolved. 

We assume that in each partition, at least one client submits infinitely many per- 

manently valid transactions. A transaction is permanently invalid if it is invalid 

indefinitely or until it is resolved. 

We assume that the same transaction may not exist in two separate partitions. 

This means that in case of a split, the validity of a transaction may be maintained in 

one partition only. In other words, a pre-split transaction may not be valid in both 

partitions. 

In case of a network split, the account balances are also split. We assume that at 

least some funds are distributed between partitions. That is, we exclude the case 

where a partition is left with zero funds for all accounts. Otherwise we place no 

restrictions on the way that accounts are split between partitions so long as the 

total on the account balance in both partitions post-split is equal to the pre-split 

account balance in the seed block. For example, in the network there is an account a 

that has a balance of 100. Then a network split occurs. Account a may be split into 

a1 and a2. Accounts a1 and a2 cannot be in the same partition. Account a is split 

70/30, thus the balance of a1 is 70 and a2 is 30. If the accounts are split unevenly, 

each peer must know to which partition it belongs. If a is halved post-split, then 

the peers do not need to identify which partition they are in. 

A branch merge is an arbitrary interleaving of transactions of two branches such 

that the order of transactions of each branch is preserved. Two branches are mergeable 

if any branch merge retains the validity of all transactions of the two branches. 
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A seed is the block where the accounts are split. Observe that in a single compu- 

tation, accounts may potentially be split on different seeds. 

Proposition 1. Branches from different partitions are mergeable if they are split on the 

same seed. 

 

 
Detectors. A detector is a mechanism that provides information to the algorithm 

that it may not able to determine otherwise. The pure asynchronous system has no 

detectors. 

By its outputs, a detector produces a computation. Detector A is weaker than 

detector B, if there exists an algorithm such that it accepts every computation of A 

and produces a computation of B. Detector A is equivalent to B, denoted B ≡ A, if 

both A is weaker than B and B is weaker than A. Detector A is strictly weaker than B, 

denoted B >- A, if A is weaker than B but not equivalent to B. 

 
2.2 the partitionable blockchain consensus problem 

 
 

Definition 1. The Partitionable Blockchain Consensus Problem is the intersection 

of the following three properties: 

confirmation validity: no invalid transaction is confirmed; 

 
branch compatibility: permanent branches are mergeable; 

 
progress: every permanently valid transaction is eventually confirmed. 

 
The first two properties are safety while the progress property is liveness [6]. 

 

 
2.3 impossibility 

 
 

We show that it is not possible to achieve partitionable blockchain consensus in the 

asynchronous system. Intuitively, this is due to the lack of information whether a 

particular message reaches all peers during the network split. Recall that our model 
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guarantees reliable pre-split message delivery while after split this guarantee is 

only within the sender’s partition. Thus, a sender may not be sure whether all the 

peers received its message. This uncertainty is exploited in the following theorem. 

Theorem 1. It is impossible to solve the Partitionable Blockchain Consensus Problem in 

the pure asynchronous system. 

Proof. Assume that there is an algorithm ALG that solves the Partitionable Blockchain 

Consensus Problem in the pure synchronous system. 

Let two transactions t1 and t2 be such that they are valid unless one is con- 

firmed. The confirmed transaction invalidates the other. Observe that if these two 

transactions are submitted, then ALG may only accept one and only one of these 

transaction. Indeed, if ALG accepts both t1 and t2, it violates the confirmation 

validity property since it accepts an invalid transaction. Similarly, if it rejects both 

t1 and t2, it violates progress since it rejects two permanently valid transactions. 

Consider computation c1 which contains a split. Let p1 and p2 be two resultant 

partitions. Each partition has a permanent branch. Let blocks b1 and b2 be two 

mined blocks containing t1 and t2, respectively. 

In c1, peers of p1 receive b1 while peers in p2 receive b1 and b2. Since, in the 

absence of b2, b1 contains a permanently valid transaction, peers in p1 confirm b1. 

For branch compatibility, peers in p2 must also confirm b1. This means that they 

have to reject b2. 

Consider computation c2 which has the same partitions p1 and p2 as in c1. 

However, the peers in both partitions only receive b2. Due to the progress property, 

both partitions are bound to confirm this block. 

Let us compose a computation c3 with the same partitions, where peers in p1 

receive b2 while peers in p2 receive both b1 and b2. We compose the computation 

such that the behavior of peers in p1 is as in c2 and in p2 as in c1. That is, the 

peers in p1 confirm b2 while peers in p2 confirm b1 and reject b2. However, this 

means in c3 one partition confirms a transaction while the other partition rejects it. 

That is, this computation of ALG violates the branch compatibility property of the 

Partitionable Blockchain Consensus Problem. Hence, contrary to our assumption, 

ALG may not be a solution to this problem. 
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2.4 partitioning detectors 
 
 

The partitionable blockchain consensus problem is impossible without detectors. 

The lack of solution is due to the impossibility of ascertaining whether the message 

reached all peers. Let us discuss detectors that may circumvent this and enable a 

solution. A propagation detector PROP addresses this concern directly. Specifically, 

for each peer, PROP determines whether a particular block is delivered to peers 

of the entire network or just for a single partition. Note that due to the potentially 

long message delay in the asynchronous system, the output of such a detector may 

also be delayed. 

Another detector AGE determines whether the block was mined before or after 

the split. The detector classifies the pre-split block as old, and post-split block as 

new. Since the block is broadcast right after mining and message transmission is 

reliable, the only way for a message not to be delivered to all peers is if there is a 

split in the network. Hence the following lemma. 

Lemma 1. The propagation detector is equivalent to the age detector. That is: PROP ≡ 

AGE. 

 
Detector eventual AGE, denoted <AGE, is similar to AGE. Like AGE, detector 

<AGE outputs whether the block was mined before or after the split. However, 

<AGE is not reliable. Specifically, <AGE may make a finite number of mistakes. To 

put another way, for each block, <AGE is guaranteed to eventually output a correct 

result. We call AGE perfect age detector to distinguish it from eventual AGE. 

Lemma 2. The perfect AGE detector is strictly stronger than eventual AGE. That is: 

AGE >- <AGE. 

Proof. To prove strict weakness of <AGE, we show that there does not exist an 

algorithm that takes any computation of <AGE and produces a computation of 

AGE. 

Assume the opposite. Let ALG be such an algorithm. Let computation c1 of <AGE 

decide the age of a single block b. The block is old. Perfect AGE does not make 
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mistakes. Therefore ALG has to output that the block b is old, on the basis of the 

output of <AGE. Let s1 be the state of c1 where ALG outputs the decision of AGE. 

We compose the computation c2 as follows. It contains the same block b and the 

same output of <AGE up to and including s1. However, in this computation b is 

new and <AGE is mistaken, <AGE corrects its mistake later in the computation 

of c2. However, since c1  and c2  share prefixes, ALG outputs that b is old. That is, 

ALG makes a mistake. Therefore, ALG may not be an implementation of AGE. This 

means that our initial assumption is incorrect and the lemma follows. 
 

Detector WAGE, pronounced "weak-age", has output similar to AGE and <AGE. 

However, it may make infinitely many mistakes subject to the following constraints. 

For each block (i) at least one peer per partition makes only finitely many mistakes; 

(ii) every peer outputs correct results infinitely often. To put another way, WAGE 

ensures that at least one peer eventually starts classifying blocks correctly and all 

other peers at least alternate their classifications without permanently settling on 

incorrect classifications. 

Lemma 3. Eventual age detector is equivalent to weak age detector. That is: <AGE ≡ 

WAGE. 

 
Proof. All computations of <AGE are already computations of WAGE. To prove the 

equivalency, we need to show that <AGE can be implemented using WAGE. We 

discuss the implementation of the detector for a single block. For multiple blocks, 

the detector implementation runs concurrently. 

The implementation algorithm is shown in Figure 2.1. It operates as follows. 

Each peer p, maintains the last known output of WAGE for all peers. It is stored 

in array ages indexed by peer identifier. Similarly, p keeps track of the number of 

changes in the output of WAGE for each peer. This is stored in array f lips. If the 

output of WAGE changes for its peer, it updates ages[p], increments f lips[p] and 

broadcasts the update. For implemented output of <AGE, each peer outputs the 

value of WAGE with the minimum number of flips. 

Let us discuss why this implementation is correct. Let p be a peer that makes 

finitely many mistakes in a computation. In this computation, f lip[p] is finite in all 
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constants 
p // identifier of this peer 
b // block whose age is evaluated 

 

variables 
f lips // array of changes in output from each peer, initially zero 
ages //array of most recent outputs of WAGE, initially old 

 
commands 
ages[p] not =  WAGE(b) −→ 

ages[p] = WAGE(b) 
increment f lips[p] 
broadcast( f lips[p], ages[p]) 

 

receive numFlips, age from id −→ 

f lips[id] := numFlips 
ages[id] := age 

 

<AGE(b) −→ // implemented output of <AGE 

output ages[id] for the id with minimum f lips[id] 
 

Figure 2.1: Implementation of <AGE using WAGE. 
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peers. If p makes infinitely many mistakes, f lip[p] grows without a bound in all 

peers. By the specification of WAGE, for each block b, there is at least one process 

per partition that makes finitely many mistakes. Our implementation selects the 

output of implemented <AGE(b) to be the one with the smallest number of flips. 

This way, in any computation, eventually, the output of <AGE(b) is correct. 
 

Detector SPLIT outputs whether split in the system has occurred. Observe that 

the message delivery is unreliable only in case of a network split. Therefore, the 

occurrence of the split can be determined if PROP indicates that a certain block has 

not propagated to the whole system. The converse is not in general true. Just the 

fact of a split does not allow peers to determine whether the particular block has 

reached every peer. Hence the following lemma. 

Lemma 4.  The propagation detector is strictly stronger than the split detector. That is 

PROP >- SPLIT. 

This theorem summarizes the above lemmas. 

 
Theorem 2. The relationship between partitioning detectors is as follows: 

PROP ≡ AGE >- <AGE ≡ WAGE, PROP >- SPLIT. 

2.5 algorithm part 
 
 

In this section we present an algorithm, we call PART, that solves the Partitionable 

Blockchain Consensus Problem. This algorithm is shown in Figure 2.2. 

 
Algorithm description. Each peer maintains its copy of the blockchain bc, and a 

priority queue txs of all received transactions. The transactions are arranged in the 

order of their identifiers in txs. If a new transaction is received, it is entered into txs. 

We assume that txs is never empty. See Figure 2.3 for an example of a blockchain. 

PART keeps track of the most recent output of AGE detector in the currentAge 

variable. When currentAge is new, the block is mined with split accounts. The value 
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of currentAge is recorded in the mined block. Once the block is mined PART checks 

the output of AGE against the new block and sets currentAge accordingly. 

Function mainChain() of PART operates as follows. It consults AGE for all blocks 

in bc and constructs trueTree with only those blocks whose recorded age matches 

the output of AGE. If AGE is perfect, the trueTree contains all of bc. Function 

mainChain() then builds oldTree that contains only old blocks that are connected 

to the genesis block. Function mainChain() then finds the longest branch oldBrach 

in oldTree. Ties are broken deterministically. Then, mainChain() examines the new 

branches of trueTree connected to the tail of oldBranch and selects the longest branch 

which it stores in newBranch. Function mainChain() returns the concatenation 

of oldBranch and newBrach, To summarize, mainChain() operates on the subtree 

whose age agrees with the output AGE and returns the longest old branch connected 

to the longest new branch. We refer to the output of mainChain() as main chain. 

Let us discuss the operation of mainChain() using the example in Figure 2.3. The 

oldTree there includes all blocks in the branches that run from the genesis to seeds 

A, B, C and D. Branches that run to C or D are of equal length and longer than the 

others. Assume the tie is broken in favor of C. Two new branches are attached to 

C. The branch that runs to block 2 is selected since it is the longer one. Function 

mainChain() returns the branch that runs from the genesis to block 2. Note that 

even though the branch that runs to 1 is longer overall, old blocks are considered 

first. Thus, branch to 1 has a shorter old blocks branch. 

Function nextValid() returns the fist valid transaction in txs that is not in the 

main chain. Function resetMining() checks whether the peer is currently mining 

the next valid transaction, and if not, it restarts the mining. 

PART operates as follows. Each peer continuously attempts to mine the first valid 

transaction in txs that is not in the main chain of bc. Each peer tries to mine the first 

transaction that is not already included in its main chain. If mined, the recorded 

age of the block is compared to the output of the AGE detector. If they are the same, 

the newly mined block is added to bc and broadcast. If not, new age is recorded in 

currentAge, and the block is discarded. Then, the mining of the next transaction 

starts. 
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If the peer receives a block nb mined by another peer, it checks if this block is 

linked to any of the blocks in bc. If not then this block is added to unlinked, which 

is a set of such blocks. If nb is linked to bc, the peer inserts this block into bc then 

checks if any of blocks in unlinked may now also be linked to bc. 

 
Correctness proof. 

 
Lemma 5. The main chain of every peer increases indefinitely. 

 
Proof. Let us consider the position of each peer on the global blockchain tree 

according to the peer’s main chain. The peer may change its position by receiving a 

mined block or by mining a block itself. Let us consider the position change due to 

receiving a block. If the peer receives a block linked to its current branch, it moves 

up the branch and extends its main chain. If the peer receives a block linked to a 

different branch, it may move to the new branch. Let us examine this move. Let cb 

be the current branch and nb be the new branch. 

Each branch is a concatenation of two chains: a prefix of old blocks and a suffix 

of new blocks. The move happens if the prefix of nb is longer than the prefix of cb; 

or the prefixes are the same and the suffix of nb is longer than the suffix of cb. 

If the computation contains no split, then every block that is mined is an old 

block. In this case, the new suffixes do not exist and the peer moves only if the 

prefix of nb is longer. 

If the computation contains a split, the peer may potentially move to a shorter 

new branch because it has a longer prefix. However, if there is a split, the number of 

old blocks is finite. Once every peer receives all the old blocks, such moves are not 

longer possible. That is, the number of times the peer switches to a shorter branch 

is finite. After these switches, the peer may switch branches only if it has a longer 

suffix. That is, if this new branch is longer. Thus, if the peer switches position due 

to block receipt infinitely many times, its main chain grows indefinitely. 

Let us consider a peer p, that changes position due to block receipt only finitely 

many times. This means, by Assumption 1, that p mines infinitely many transactions 

itself. In which case its main chain grows indefinitely as well. 
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Lemma 6. PART satisfies the progress property of the Partitionable Blockchain Consensus 

Problem. 

Proof. Let t be a permanently valid transaction. Let us consider the suffix of the 

computation where each peer p receives t. Once p receives t, it enters t into txs. 

Each client submits transactions in the increasing order of their identifiers. That is, 

in any computation, there is only finitely many transactions with identifiers smaller 

than t. 

By Lemma 5, the main chain of every peer increases indefinitely. Every block in 

this main chain is mined by some peer. Hence, there must be at least one peer p 

that mines infinitely many blocks in this main chain. By the design of the algorithm, 

each peer mines the valid transaction with the smallest identifier that is not in its 

main chain. Therefore, p may only mine finitely many blocks before t. Thus, an 

infinite main chain must contain t. 
 

Lemma 7. In PART, the permanent branches of all peers have a common prefix up to and 

including the seed block. 

Proof. Since the message propagation is reliable, blocks mined before split will be 

sent and received by all peers of the network. PART computes the main chain to 

be the branch that is the longest distance from the genesis to the seed. The ties are 

deterministically broken. Therefore, once all peers receive all pre-split messages, 

their main chains include the same branch and the same seed. 
 

Lemma 8. Algorithm PART satisfies the branch compatibility property of the Partitionable 

Blockchain Consensus Problem. 

Proof. According to Lemma 7, the main chains of all peers include the same seed 

block. Due to Proposition 1, branches from different partitions are mergeable. Hence 

the lemma. 
 

Theorem 3. Algorithm PART solves the Partitionable Blockchain Consensus Problem. 
 

Proof. PART never confirms an invalid transaction. Thus, PART satisfies confirma- 

tion validity. Branch compatibility satisfaction is shown in Lemma 8. Progress 

satisfaction by PART is shown in Lemma 6. 



19 
 

 
 

 

Observe that the presented algorithm operates correctly even if the detector makes 

finitely many mistakes. That is, if the detector is <AGE. We call this combination 

PART + <AGE. Indeed, once <AGE converges to the correct output for all blocks 

and each peer receives all pre-split blocks, all peers agree on the seed. From this 

point, PART operates correctly. 

Per Theorem 2, <AGE may be implemented using a weaker detector WAGE. Let 

PART + WAGE be the combination of PART and such an implementation. Such a 

combination also solves the partitioning problem. Hence the following theorem. 

Theorem 4. Algorithm PART + <AGE and PART + WAGE solve the Partitioning 

Blockchain Consensus Problem. 

 
 

2.6 performance  evaluation 
 
 

Setup. We evaluate the performance of PART using an abstract simulation. We 

study the behavior of our algorithm through computations that we construct. The 

code for our simulation is available on GitHub [2]. 

The simulated network consists of n peers. An individual computation is a 

sequence of rounds. In every round, each peer may receive a single new message 

from each other peer, do local computation, and send messages to other peers. 

Message propagation may take several rounds. Each message is delayed by a 

number of rounds. The number of rounds a message is delayed is selected uniformly 

at random. That values range from 1 to maximum delay d. Concurrent messages 

in the same channel are delayed further. That is, given a peer ps that sends several 

concurrent messages to the same peer pr, each message is impeded by a random 

delay plus the sum of the delays of all messages sent before it in that channel. Each 

peer in the network has a unique channel to every other peer. Message delivery is 

FIFO. In a single round, a peer may only receive a single message from each sender. 

The transaction submission rate is constant: one transaction per round. A submit- 

ted transaction is broadcast by a randomly selected peer. 
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Block mining is simulated. Mining time is as follows. Each peer has an oracle that 

tells the peer whether it mined a block. In every round, the probability of mining a 

block for each peer is uniformly distributed between 1 and d · n. 

The network size is 100 peers. A split separates the network into two equally 

sized partitions of 50 peers. Overall transaction rate or mining rate does not change 

in the event of a split. 

We measure algorithm throughput. We define it as follows: the ratio of confirmed 

to submitted transactions. We observe the change in throughput as the computation 

progresses. We run 1000 experiments per data point. 

 
Results and analysis. The results of our experiments are shown in Figures 2.4, 2.5, 

and 2.6. In all figures, we plot the throughput achieved up to a particular round 

in a computation. The figure is averaged across all computations. We measure the 

throughput for maximum network delay of 1, 2, 3, and 10 rounds. 

Figure 2.4 shows the results of the experiments with PART and a perfect AGE 

detector. That is, the detector never makes mistakes. The split occurs at round 100 of 

the computation. At first, the throughput increases until it saturates: the number of 

confirmed transactions matches the number of newly submitted ones. Throughput 

is lower with higher network delay since it takes longer for transactions and blocks 

to propagate. 

After the split, there are two smaller size partitions. The probability of a fork in 

each partition decreases. Which means that, even though the transaction rate and 

mining rate does not change with split, the transaction throughput increases. 

In Figure 2.5, we show the results of the experiments with PART and <AGE. The 

split occurs in round 100. However, <AGE continues to classify all blocks as old 

until round 200. The detector operates correctly afterwards. Between rounds 100 and 

200, while the detector classifies blocks incorrectly, transactions are not confirmed. 

Therefore, the throughput decreases. Once the detector corrects itself, the old blocks 

are ignored by the algorithm, new blocks are mined and the throughput recovers, 

This post-split throughput is expected to reach the post-split throughput of the 

perfect split detector. For example, the throughput for delay 1 would approach 0.7. 
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Figure 2.6 also shows the results of PART with <AGE. In this case, there is no 

split, however, between rounds 100 and 200, the detector classifies all blocks as new. 

The detector recovers and starts classifying all blocks as old after round 200. The 

algorithms behavior is similar to that shown in Figure 2.5. 

Note, that there is no actual split in this experiment. Therefore, after the detector 

recovers, the number of forks does not decrease. Hence, the throughput is lower 

than that shown in Figure 2.5. The throughput is expected to reach pre-split 

throughput of the perfect split detector. For example, the throughput for delay 1 

would approach 0.6. 

Our simulation results demonstrate the performance of PART under different 

parameters. They should serve as a reference for the algorithm and detector imple- 

mentation. 

 
 

2.7 multiple splits 
 
 

Let us consider the case of multiple split events in a single computation. That is, a 

network partition may further split. Each individual split event separates a partition 

into two. We introduce two new detectors to handle this case. 

The perfect multiple block age detector MAGE is the modification of AGE. MAGE 

operates as follows. For each block b, MAGE outputs the number of split events that 

happened in the partition where this block is mined. For example, if the partition 

is never split, MAGE outputs 0. If the partition split into two A and At, MAGE 

outputs 1 for the peers of both partitions. If A splits into B and Bt, then MAGE 

outputs 2 for the peers in B and Bt  and still 1 for the peers of At. 

The eventual multiple block age detector <MAGE and weak multiple block age 

detectors WMAGE are defined similarly to their single-split counterparts. 

Algorithm PART operates with MAGE, <MAGE and WMAGE without modifica- 

tions. We summarize this in the following theorem. 

Theorem 5. Algorithms PART + MAGE, PART + <MAGE, and PART + WMAGE 

solve the Partitionable Blockchain Consensus Problem with multiple splits. 
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variables 
bc // tree of mined blocks, rooted in genesis 
unlinked // set of received blocks with missing intermediate 

// links 
txs // queue of received transactions, prioritized by id 
currentAge  // true if accounts are split after partitioning 

 
functions 

mainChain() 
trueTree := blocks in bc whose age match AGE output 
oldTree := branches with only old blocks of 

trueTree rooted in genesis 
oldBranch := longest branch in oldTree 
newTree := branches with only new blocks of 

trueTree rooted in tail(oldBranch) 

newBranch := longest branch in newTree 

return oldBranch + newBranch 
 

nextValid() // returns the first valid 

// transaction in txs that is not in main(bc) 
 

resetMining() 

if not mining nextValid() 

startMining nextValid() with currentAge 
 

commands 
receive transaction t −→ 

enqueue(txs, t) 
resetMining() 

 

mine block nb −→ 

currentAge := AGE(nb) 
insert(nb, bc) 
broadcast(nb) 

resetMining() 
 

receive mined block nb −→ 

if possible to insert(nb,bc) // add new block to blockchain 

insert(nb, bc) 
while exists b in unlinked that can be inserted into bc 

insert(b, bc) 

else 
add nb to unlinked 

resetMining() 

 

Figure 2.2: Algorithm PART. 
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Figure 2.3: Global blockchain tree generated by PART. 
 
 

 
Figure 2.4: PART with perfect AGE. Split at round 100. 

 
 

 
Figure 2.5: PART+<AGE. Split at round 100, detector recognizes it at round 200. 

old block: 

new block:    

 
genesis 

 
seed B 

fork 

seed A 1 

seed C 2 

seed D 3 
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Figure 2.6: PART+<AGE. No split in computation, detector mistakenly recognizes it at 

round 100, corrects at round 200. 
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3 
C O N C L U S I O N , E X T E N S I O N S A N D F U T U R E W O R K 

 
 

 

In this thesis, we stated the Partitionable Blockchain Consensus problem, analyzed 

and provided a detector-based solution to it. Our approach combines theoretical 

rigor with a practical problem of importance to the industry. We believe that this is 

an interesting contribution to the field. Our solution may be further extended. We 

outline some of the extensions and future work below. 

 
Partition merging, detector implementation, block purging. The pure asynchronous 

system allows us to reason about the essential properties of the algorithm that do 

not rely on timing assumptions. Nonetheless, we would like to discuss the practical 

time-based implementation concerns of our algorithm. 

Partition merging may not be studied in an asynchronous system: the split is 

either permanent or it does not occur at all. Indeed, in the asynchronous system, 

a temporary loss of connectivity is a special case of message delay. However, in 

practical systems, partitions operating independently may need to be reconciled 

once the network connectivity is restored. In this case the operation is as follows: 

the partitions exchange their trees, select the longest tip in each sub-tree, make a 

seed block out of these two tips and proceed mining on this combined seed. The 

account balances are also merged by reversing the operation of account balance 

splitting at network partition. 

The age detector may be implemented with checkpointing. The idea is as follows. 

The peers agree on a checkpoint block on every branch of the blockchain. Once the 

split occurs, if a certain block precedes the checkpoint block, it is considered old. A 

block is new if it follows the checkpoint block. To limit the rollback overhead, the 

checkpoints are moved closer to the leaves of the blockchain as the computation 

progresses. 
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Checkpoints can also be utilized to save the memory used to store the blockchain. 

Since the peers never roll back past checkpoint blocks, rather than storing individual 

old blocks, it is sufficient to just store the resultant checkpoint account balances. 

The old blocks may then be purged from memory. 

 
Fault tolerance. Let us discuss how the proposed partitionable blockchain may 

withstand other faults. Peer crashes may be problematic as the blockchain has no 

way of determining whether the split partition is operational or it crashed. In this 

case, the crashed partition leads to the loss of its share of account balances. To 

enable crash tolerance, a crash failure detector [11, 13] may need to be incorporated 

in the design. 

A robust blockchain needs to be tolerant to Byzantine faults [27] where affected 

peers may behave arbitrarily. Byzantine peers may compromise agreement on the 

seed block or on the split itself. We believe that our proposed algorithm may be 

made tolerant to such faults. However, a definitive study is left for future research. 
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